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1.

fr&: How artificial intellisence will change the future of marketing

{&£ & : Davenport, T (Davenport, Thomas); Guha, A (Guha, Abhijit); Grewal, D (Grewal, Dhruv); Bressgott, T

(Bressgott, Timna)

3B H R JOURNAL OF THE ACADEMY OF MARKETING SCIENCE  %:48 #i:1 4&F): SI  T3: 24-42
DOLI: 10.1007/s11747-019-00696-0  H hixE: JAN 2020

# % In the future, artificial intelligence (Al) is likely to substantially change both marketing strategies and customer
behaviors. Building from not only extant research but also extensive interactions with practice, the authors propose a
multidimensional framework for understanding the impact of Al involving intelligence levels, task types, and whether Al is
embedded in a robot. Prior research typically addresses a subset of these dimensions; this paper integrates all three into a
single framework. Next, the authors propose a research agenda that addresses not only how marketing strategies and
customer behaviors will change in the future, but also highlights important policy questions relating to privacy, bias and
ethics. Finally, the authors suggest Al will be more effective if it augments (rather than replaces) human managers.

2.

Fr: A governance model for the application of Al in health care

{E#: Reddy, S (Reddy, Sandeep); Allan, S (Allan, Sonia); Coghlan, S (Coghlan, Simon); Cooper, P (Cooper, Paul)

KV Hi ) JOURNAL OF THE AMERICAN MEDICAL INFORMATICS ASSOCIATION  #:27 #i:3  Ti:
491-497 DOI: 10.1093/jamia/ocz192  HiJi 4 MAR 2020

i 2L: As the efficacy of artificial intelligence (Al) in improving aspects of healthcare delivery is increasingly becoming
evident, it becomes likely that Al will be incorporated in routine clinical care in the near future. This promise has led to
growing focus and investment in Al medical applications both from governmental organizations and technological
companies. However, concern has been expressed about the ethical and regulatory aspects of the application of Al in health
care. These concerns include the possibility of biases, lack of transparency with certain Al algorithms, privacy concerns with
the data used for training AI models, and safety and liability issues with Al application in clinical environments. While there
has been extensive discussion about the ethics of Al in health care, there has been little dialogue or recommendations as to
how to practically address these concerns in health care. In this article, we propose a governance model that aims to not only

address the ethical and regulatory issues that arise out of the application of Al in health care, but also stimulate further


https://link.springer.com/article/10.1007%2Fs11747-019-00696-0
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7647243/

discussion about governance of Al in health care.
3.

£r31: The Ethics of AI Ethics: An Evaluation of Guidelines

{£3&: Hagendorff, T (Hagendorff, Thilo)

SGE H AR 4: MINDS AND MACHINES  #5:30 #:1  T3:99-120 DOI: 10.1007/s11023-020-09517-8 2 8IiA
[a] B #A: FEB 2020 kR & MAR 2020

% E: Current advances in research, development and application of artificial intelligence (Al) systems have yielded a
far-reaching discourse on Al ethics. In consequence, a number of ethics guidelines have been released in recent years. These
guidelines comprise normative principles and recommendations aimed to harness the "disruptive" potentials of new Al
technologies. Designed as a semi-systematic evaluation, this paper analyzes and compares 22 guidelines, highlighting
overlaps but also omissions. As a result, I give a detailed overview of the field of Al ethics. Finally, I also examine to what
extent the respective ethical principles and values are implemented in the practice of research, development and application
of Al systems-and how the effectiveness in the demands of Al ethics can be improved.

4.

FRE: From What to How: An Initial Review of Publicly Available AI Ethics Tools, Methods and Research to

Translate Principles into Practices

{£3&: Morley, J (Morley, Jessica); Floridi, L (Floridi, Luciano); Kinsey, L (Kinsey, Libby); Elhalal, A (Elhalal, Anat)

kR &E ki % : SCIENCE AND ENGINEERING ETHICS #:26 H: 4 4FF):SI  Ti:2141-2168 DOL:
10.1007/s11948-019-00165-5  H kixE: AUG 2020

8 E . The debate about the ethical implications of Artificial Intelligence dates from the 1960s (Samuel in Science,
132(3429):741-742, 1960. https://doi.org/10.1126/science.132.3429.741; Wiener in Cybernetics: or control and
communication in the animal and the machine, MIT Press, New York, 1961). However, in recent years symbolic Al has been
complemented and sometimes replaced by (Deep) Neural Networks and Machine Learning (ML) techniques. This has vastly
increased its potential utility and impact on society, with the consequence that the ethical debate has gone mainstream. Such a
debate has primarily focused on principles-the 'what' of Al ethics (beneficence, non-maleficence, autonomy, justice and
explicability)-rather than on practices, the 'how.' Awareness of the potential issues is increasing at a fast rate, but the Al
community's ability to take action to mitigate the associated risks is still at its infancy. Our intention in presenting this
research is to contribute to closing the gap between principles and practices by constructing a typology that may help
practically-minded developers apply ethics at each stage of the Machine Learning development pipeline, and to signal to
researchers where further work is needed. The focus is exclusively on Machine Learning, but it is hoped that the results of
this research may be easily applicable to other branches of Al. The article outlines the research method for creating this

typology, the initial findings, and provides a summary of future research needs.


https://link.springer.com/article/10.1007%2Fs11023-020-09517-8
https://link.springer.com/article/10.1007%2Fs11948-019-00165-5
https://link.springer.com/article/10.1007%2Fs11948-019-00165-5
https://www.science.org/doi/10.1126/science.132.3429.741

5.

FRF: Who is afraid of black box algorithms? On the epistemological and ethical basis of trust in medical AI

{£%&: Duran, JM (Duran, Juan Manuel); Jongsma, KR (Jongsma, Karin Rolanda)

KR H RR¥): JOURNAL OF MEDICAL ETHICS #:47 HB: 5 T1:329-335 DOI: 10.1136/medethics-2020-106820
HARE: MAY 2021

8 E . The use of black box algorithms in medicine has raised scholarly concerns due to their opaqueness and lack of
trustworthiness. Concerns about potential bias, accountability and responsibility, patient autonomy and compromised trust
transpire with black box algorithms. These worries connect epistemic concerns with normative issues. In this paper, we
outline that black box algorithms are less problematic for epistemic reasons than many scholars seem to believe. By outlining
that more transparency in algorithms is not always necessary, and by explaining that computational processes are indeed
methodologically opaque to humans, we argue that the reliability of algorithms provides reasons for trusting the outcomes of
medical artificial intelligence (Al). To this end, we explain how computational reliabilism, which does not require
transparency and supports the reliability of algorithms, justifies the belief that results of medical Al are to be trusted. We also
argue that several ethical concerns remain with black box algorithms, even when the results are trustworthy. Having justified
knowledge from reliable indicators is, therefore, necessary but not sufficient for normatively justifying physicians to act. This
means that deliberation about the results of reliable algorithms is required to find out what is a desirable action. Thus
understood, we argue that such challenges should not dismiss the use of black box algorithms altogether but should inform
the way in which these algorithms are designed and implemented. When physicians are trained to acquire the necessary skills
and expertise, and collaborate with medical informatics and data scientists, black box algorithms can contribute to improving

medical care.


https://jme.bmj.com/content/47/5/329

